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Emotion Recognition — Motivation

e Potential use cases: improved health care, e
awareness of customer opinions, and gauging
political opinions

e Verbal + non-verbal cues give a complete
picture of a person’s current emotion

e |nprivacy-sensitive applications emotions
should be predicted at the edge

e Emotions can shift and change rapidly so they
must be predicted in a timely manner
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Expression Recognition



What i1s FER?

Goal: Detect and classify emotions
from human faces.

Emotions: Anger, Disgust, Fear,
Happiness, Neutral, Sadness, Surprise.

Applications:

e Human-Computer Interaction.

e Mental Health Monitoring.

e Sentiment Analysis in Social
Media.

Source: The Problem with Emotion Detection
Technology, Charlotte Gifford, The New Economy, June
15, 2020. Link



https://www.theneweconomy.com/technology/the-problem-with-emotion-detection-technology

FER2013 Dataset Overview

Purpose: Benchmark dataset for Facial Expression Recognition (FER).

Size: 35,887 grayscale images (48x48 resolution).

Emotions: Angry, Disgust, Fear, Happy, Neutral, Sad, Surprise.
Split: 28,709 training, 3,589 validation, 3,589 test images.
Challenges:

o Lowresolution and real-world variability.
o Classimbalance (e.g., few Disgust samples).
o  Noisy labels and diverse facial angles.
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Disgusted Fear Sad Surprised
' Source: Kaggle Notebook — Face Emotion Detection s



https://www.kaggle.com/code/amankrpandey1/face-emotion-detection

Lightweight FER model for real-time edge deployment.
Combines:
e Truncated MobileNetV1 CNN for low-complexity global features.
e Patch Extraction Block for robust local feature focus.

e Self-Attention for enhanced classification from minimal data.

Efficient: Only 1.1M parameters vs. 40M+ in other models.

Truncated MobileNetV1 Patch Extraction
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Source: Ngwe, J. L., et al. "PAtt-Lite: Lightweight Patch and Attention MobileNet for Challenging Facial Expression
\Recognition," IEEE Access, 2024.
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Outperforms state-of-the-art on:
e RAF-DB: 95.05%
e FER2013:92.5%
e FERPIlus: 95.5%

Handles real-world challenges: Surprise | disgust SUiEs
e Occluded faces
e Varied lighting/angles
e Classimbalance (rare emotions)

Edge Ready: Runs on constrained
devices with high accuracy.

Source: Ngwe, J. L., et al. "PAtt-Lite: Lightweight Patch and Attention MobileNet 7
\ for Challenging Facial Expression Recognition," IEEE Access, 2024.



Our FER Model Results

Differences from Original Model:

Attention Mechanism Removed —
Simplified architecture, but maintained
similar performance.

Kept MobileNet backbone and
patch-based feature extraction for
lightweight inference.

Designed for Edge Deployment (e.g.,
Raspberry Pi) with minimal resource
usage.

Performance Comparison:

e Accuracy: ~60% (with or without
attention).

e Reason for Similar Accuracy:

O

The attention layer didn't significantly
boost performance, suggesting the
core feature extraction handled
most of the learning.

Model benefits more from
pretrained MobileNet and data
augmentation than additional
complexity.




Sentiment Analysis



Class Distribution

review sentiment

One of the other reviewers has mentioned that ... positive

A wonderful little production. <br /><br />The... positive

. 2 I thought this was a wonderful way to spend ti... positive

MOdel arCh|teCture. BERT Basically there's a family where a little boy ... negative

Petter Mattei's "Love in the Time of Money" is... positive

Datasets: 26422 27482

BERT - Finetuning for Sentiment Analysis Train vs. Validation Loss

o Sentiment Analysis Datasets [3]: : —
m 2014 Twitter Data,
m Archeage (MMORPG) reviews,
o M BERT - Finetuning for Sentiment Analysis Train vs. Validation Accuracy
o IMDB Dataset [4] ~ T e

Our average accuracy on test dataset:
93.01%

positive negative
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Average inference time on Raspberry Pi 5:
~313 ms
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https://arxiv.org/abs/1810.04805
https://github.com/hadis-1/Sentiment-Analysis-Datasets/tree/main
https://github.com/hadis-1/Sentiment-Analysis-Datasets/blob/main/SemEval18.csv
https://github.com/hadis-1/Sentiment-Analysis-Datasets/blob/main/archeage.csv
https://github.com/hadis-1/Sentiment-Analysis-Datasets/blob/main/ntua.csv
https://www.kaggle.com/datasets/lakshmi25npathi/imdb-dataset-of-50k-movie-reviews

Text and images alone may not have enough information to convey emotion at a
high accuracy

Claim: temporal information matters in Speech Emotion Recognition (SER)

Dataset: IEMOCAP - information about the speech signals, facial expressions, and
hand movements of ten actors

Accuracy of 65.3%, beating current SOTA SER methods

MEFCCs

Perceptual Neurons Encoding
Pro-precessed Layer (PNEL)

-
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Multimodal Data Fusion
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Technique

Paper:
e As many classification tasks require Fostur fusion using Hisogram | * _ - N
of Oriented Gradient + Local 97,15% - Best performance metrics - Complexity and execution time
c Phase Quantization
multiple streams of data, there has been a :

- Need devices for the early

" A X . Fuse both the chest X-ray and 98.91% E g o o e diagnosis of non-communicable
h d f 1 d 1 f cough (audio) model + CNN 91% -Early diagnosis, non-invasive, fast prediction d i el A remate
rise 1n the need for multimodal fusion. = e
early data fusion + late decision
o  Featured-based

- Long term prediction
- Low cost implementation

o  Intermediate-level N . —
o  Decision-level L . —_ | —
Relevance: i | % | -Adapiv bbbl P S e —
e Image classification + Text applicable to

emotion recognition

o , icabili Aultimodal Environments
87.6% 4 3
- Improved C ion Accuracy

23] Late fusion + intermediate - Improved diag
e fusion + deep learning - Adaptive Batch Si

- Optimal fusion strategy

“The significance of multimodal fusion lies in its ability to
address the shortcomings of unimodal approaches, leading to
improved performance, reliability, and adaptability” [6].

Figure: Comparative analysis of models from [6].
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https://ieeexplore.ieee.org/document/10520797
https://ieeexplore.ieee.org/document/10520797

Inside I.ate Fusion

# Pseudocode

Initialize model:
fc = Linear(9 — 3)
softmax(dim=1)

Forward(bert_pred [1x2], fer_pred [1x7]):
sentiment_class = argmax(bert_pred)
class_weights = tone_to_face[sentiment_ class]

Weighted _FER = []
for each class in fer_classes:

Weighted _FER.append(fer_pred|[class] * class_weights[class])
fer_tensor = tensor(Weighted_FER)

input = concat(bert_pred, fer_tensor) # shape[1x9]
output = softmax(fc(input)) # shape[1x3] (-1, 0,1)

return output

7 Classes

Positive or

Liirgjaflies Negative

surprise, ...}

Common Representation Space
tone_to_face[]

Output: 3 classes (post-fusion)

{negative, neutral, positive}
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Demo

15



Raspberry Pi

Camera FER Network
driver Happiness

Surprise
. Neutral
O P_yTO rC h Sgg nr:ss

Anger
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Neutral
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Mic Sentiment Positive or
: Speech-to-text Analysis Negative
driver

Network

O PyTorch
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https://www.raspberrypi.com/products/raspberry-pi-5/
https://www.amazon.com/Dynex-DX-WEB1C-1-3MP-Webcam/dp/B001AO2Q5W
https://www.tonormic.com/products/tonor-tc-777-usb-microphone
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https://www.raspberrypi.com/products/raspberry-pi-5/
https://www.amazon.com/Dynex-DX-WEB1C-1-3MP-Webcam/dp/B001AO2Q5W
https://www.tonormic.com/products/tonor-tc-777-usb-microphone

Sentiment Analysis Output

Input Prediction
the weather is beautiful today positive
i'm so disappointed negative

i love you positive
this is the worst negative
great! this is just what i needed today positive
it's raining cats and dogs positive
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Results

e

readying recording devices..
Capture Completed.

Analyzing image: ./tmp/vid/@ 1713952796.123456.png
Analyzing text: ./tmp/1713952790.123456.txt

=== Facial Expression Analysis ===
Detected emotion: happiness
Confidence: 0.75

Inference time: 1.5s

=== Sentiment Analysis ===

Text content: "this is the worst"
Detected sentiment: negative (-1)
Inference time: 0.3s

=== Running Multimodal Fusion ===

=== Final Multimodal Result ===
Combined sentiment: neutral
Sentiment value: 0 (-l=negative, @=neutral, l=positive]
- Confidence: 0.60
- Inference time: 0.2s




Results
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readyiné recording devices..
Capture Completed.

Analyzing image: ./tmp/vid/© 1713952796.123456.png
Analyzing text: ./tmp/1713952790.123456.txt

=== Facial Expression Analysis ===
Detected emotion: surprise
Confidence: 0.85

Inference time: 1.78s

=== Sentiment Analysis ===

Text content: "the weather is beautiful™”
Detected sentiment: positive (1)
Inference time: 0.33s

=== Running Multimodal Fusion ===

=== Final Multimodal Result ===
Combined sentiment: positive
Sentiment value: 1 (-1l=negative, ©=neutral, l=positive
, Confidence: 0.65
9 Inference time: 0.25s




Conclusion

Key Takeaways:

e Multimodal emotion recognition improves accuracy over unimodal methods.

e Edge deployment is feasible with lightweight FER models and optimized sentiment
analysis.

e Fusion of visual and textual cues provides a more complete emotional context.

Future Work:

e Improve FER model accuracy and enable real-time analysis of multiple frames.

e Incorporate speech pattern analysis (pitch, loudness, pauses) for richer multimodal
input.

e Explore fusion at intermediate model layers for tighter integration.
Train an end-to-end multimodal fusion model for a stricter and adaptive emotion
prediction.
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